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• Data collected from NOvA detectors, where each “spill” of the accelerator is called an “event”. 

These “events” are further split into “slices” associated with neutrino candidates.

• Performing neutrino candidate selection on these slices as a precursor to fitting model 

parameters.

• Input data is a collection of ROOT files using the TTree format, also known as the “Common 

Analysis Format”.

• Using a dataset of 1929 ROOT files, that contain 4,359,414 events and 17,878,347 slices; 

size: ~0.2TB. 

Science use case
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• Present day analysis maps the work onto computer cores by assigning each core one ROOT 

file (which contains many events).

• This limits the maximum number of cores that can be used for analyzing a dataset.

• The goal is to remove this bottleneck and allow for faster processing of datasets by 

harnessing HPC resources. 

• HPC clusters have nodes that are connected by low latency, high bandwidth 

interconnects.

Goals: Harness HPC resources
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Background: Custom data services with Mochi
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• Mochi microservices: a suite of re-usable 

components for building data services including:

• Mercury: RPC framework that can use a variety 

of transports, which supports bulk data transfers.

• Argobots: Lightweight user level threads to run 

tasks in execution streams.

• Margo: Utilities for argobots aware mercury 

requests.

Anatomy of a data service backed by mochi 

microservices. Illustration by Matthieu Dorier.



High-Energy Physics's new Object Store: Architecture
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Architecture of HEPnOS: (Left) Client stack, (Right) Server stack. Illustration by Matthieu Dorier.



• Write-once, read-many access.

• Bulk ingest and iterative access.

• Eliminates software artifacts related to the 

filesystem and grid computing.

• Parallelism expressed at the event level 

instead of file level, allowing for better load 

balancing.

High-Energy Physics's new Object Store: Features
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(Left) Hierarchical dataset organization. (Right) 

Representation in HEPnOS. Illustration by Matthieu 

Dorier.



• Set aside a small number of nodes to run the HEPnOS Server.

• Load the data into the HEPnOS server.

• Call the processing function on “events” on remaining nodes, HEPnOS takes 

care of fetching data products from server and passing them to appropriate 

compute cores.

• Re-run the analysis as needed, without needing to reload data into the server!

New workflow with HEPnOS
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Results: Throughput for neutrino slice selection
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Throughput of HEPnOS vs ROOT based slice processing. Experiments were run on Theta at ALCF.



• Demonstrated the use of a novel distributed object store.

• Using events as the basic processing unit instead of files leads to better scaling at 

larger nodes, as we are no longer limited by # of files.

• Improved throughput for processing slices demonstrated at any number of nodes.

Summary
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SciDAC team 
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